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Abstract. We present a Bayesian approach to real-time object tracking using non-parametric density estimation. The target model and candidates are represented by probability densities in the joint spatial-intensity domain. The new location and appearance of the target are jointly derived by computing the maximum likelihood estimate of the parameter vector that characterizes the transformation from the candidate to the model. This probabilistic formulation accommodates variations in the target appearance, while being robust to outliers represented by partial occlusions. In this paper we analyze the simplest parameterization represented by translation in both domains and present a gradient-based iterative solution. Various tracking sequences demonstrate the superior behavior of the method.
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1 Introduction

Visual object tracking is a task required by various applications such as perceptual user interfaces [4], surveillance [6], augmented reality [11], smart rooms [18], intelligent video compression [5], and driver assistance [13, 1]. In the general case, a visual tracker involves both bottom-up and top-down components. The former are represented by the target representation and localization, appearance change, and measurement model, while that latter regard the object dynamics, learning of scene priors, and hypothesis testing and verification.

Common techniques to model the target dynamics are the (extended) Kalman filter [2] and particle filters [15, 10]. The problem of target representation and localization is related to registration techniques [23, 20, 19]. The difference is that tracking assumes small changes in the location and appearance of the target in two consecutive frames. This property can be exploited to develop efficient, gradient based localization schemes, using the normalized correlation criterion [3]. Since the correlation is sensitive to illumination, Hager and Belhumeur [12] model explicitly geometry and illumination changes. The method is robustified by Şclaroff and Isidoro [21] by using M-estimators [14]. Learning of appearance models is discussed in [16] by employing a mixture of stable image structure,
motion information and an outlier process. To efficiently accommodate non-rigid transformations, Comaniciu et al. [8] develop histogram-based tracking. Spatial gradient optimization becomes possible due to a spatially-smooth cost function produced by masking the target with an isotropic kernel.

In this paper we present a new approach for target representation and localization. Our motivation is to develop a framework that is optimal, efficient, robust to outliers, and that can be easily customized. We formulate the problem of target localization as a classification problem. Assuming that the probability density of the target model is known, we search for target candidates whose probability density under a parameterized transformation matches the density of the target. The matching criterion is derived by minimizing the probability of error in choosing the wrong candidate. Bayesian statistics are used to obtain the maximum likelihood estimates of the best target candidate and parameter vector. As a another novelty, the probability densities characterizing the target and candidates are estimated in the joint spatial-intensity domain. This implies that location and target appearance are optimized simultaneously.

The organization of the paper is as follows. Section 2 describes the Bayesian alignment of probability densities under a general parameterized transformation. An explicit solution for the translation case is derived in Section 3. Section 4 formulates the density estimation in the spatial-intensity domain. Tracking experiments on different sequences are presented in Section 5.

2 Bayesian Alignment of Densities

Assume that the target model is specified by the \(d\)-dimensional sample \(Q = \{x_r, r = 1 \ldots N\}\) drawn i.i.d. from the probability density \(q\). We hypothesize the existence of \(U\) target candidates generated by transforming a random variable \(X\) of density \(p\) under the parameterized transformation \(T(X; \theta_u)\) where \(u = 1 \ldots U\) and \(\theta_u\) is the parameter vector. In other words, starting from the sample \(\{x_i, i = 1 \ldots n\}\) drawn from \(p\) we obtain samples of the form \(\{T(x_i; \theta_u), i = 1 \ldots n\}\), characterized by the density \(p_u\), with \(u = 1 \ldots U\).

We want to determine a parameter vector \(\theta_u\) with \(1 \leq v \leq U\) such that the probability that the model sample \(Q = \{x_r, r = 1 \ldots N\}\) and the candidate sample \(\{T(x_i; \theta_v), i = 1 \ldots n\}\) belong to the same density source (i.e., \(q = p_u\)) is maximized (or, equivalently, the probability of error is minimized). This can be written as

\[
v = \arg \max_{u} P(q = p_u \mid Q) = \arg \max_{u} P(Q \mid q = p_u)P(p_u)
\]

(1)

where the last equality is obtained by applying the Bayes rule. The term \(P(p_u)\) represents prior information on the presence of candidate \(u\). Depending on the tracking formulation \(P(p_u)\) is obtained either by learning the motion dynamics or/and the appearance changes. This is a natural way to integrate priors on motion and appearance.

At this moment, we consider all the hypotheses equally probable, which is equivalent to maximizing the likelihood \(P(Q \mid q = p_u)\). By taking into account
that \( Q \) is drawn i.i.d. and applying the log function, it results that

\[
    v = \text{argmax}_{u} \quad L_u = \text{argmax}_{u} \sum_{r=1}^{N} \log p_u(x_r)
\]

(2)

where \( L_u \) is the log-likelihood.\(^1\) The kernel estimate of the density \( p_u \) computed at location \( x \) is given by

\[
    p_u(x) = \frac{1}{nh^d} \sum_{i=1}^{n} K \left( \frac{x - T(x_i; \theta_u)}{h} \right)
\]

(3)

where \( h \) is the bandwidth of kernel \( K \) [22]. Hence, the log-likelihood is expressed by

\[
    L_u = \sum_{r=1}^{N} \log \frac{1}{nh^d} \sum_{i=1}^{n} K \left( \frac{x_r - T(x_i; \theta_u)}{h} \right)
\]

(4)

The best target candidate is obtained by maximizing expression (4) as a function of \( \theta_u \). Note the optimality of the above formulation.

3 Translation Case

The transformation \( T \) is application dependent and related to the expected transformation of the target during tracking. We will show in this section how to maximize the log-likelihood for the translation case. The following computations are similar in strategy to those shown Section 4.2 of [8]. However, their significance is different: we deal here with the maximum likelihood alignment of densities, while in [8] the task was to maximize the Bhattacharyya coefficient between histograms.

The transformation \( T(x_i; \theta_u) \) is replaced by \( (x_i - y) \) and the density \( p_u \) is now denoted by \( p(x + y) \), being expressed by

\[
    p(x + y) = \frac{1}{nh^d} \sum_{i=1}^{n} K \left( \frac{x + y - x_i}{h} \right)
\]

(5)

For the convenience of notation, we introduce the profile of the kernel \( K \) as the function \( k : [0, \infty) \rightarrow R \) such that \( K(x) = k(\|x\|^2) \). Employing the profile notation we have

\[
    p(x + y) = \frac{1}{nh^d} \sum_{i=1}^{n} k \left( \frac{\|x + y - x_i\|}{h} \right)^2
\]

(6)

---

\(^1\) By applying the law of large numbers [9, p.286] it can be easily shown that condition (2) is equivalent to minimizing the Kullback-Leibler distance \( D(q||p_u) \). This is not required by our derivation. Note, however, that the other divergence, \( D(p_u||q) \), is not appropriate for the task.
while log-likelihood (4) becomes

$$L_y = \sum_{r=1}^{N} \log p(x_r + y) = \sum_{r=1}^{N} \log \frac{1}{n h^d} \sum_{i=1}^{n} k \left( \frac{\|x_r + y - x_i\|}{h} \right)$$

(7)

Assume that the optimization is started with an initial value $y = y_0$. Using Taylor expansion around the values $p(x_r + y_0)$ the log-likelihood is approximated as

$$L_y \approx \sum_{r=1}^{N} \log p(x_r + y) - N + \sum_{r=1}^{N} \frac{1}{p(x_r + y_0) n h^d} \sum_{i=1}^{n} k \left( \frac{\|x_r + y - x_i\|}{h} \right)^2$$

(8)

The last term in (8) represents a weighted sum of density estimates computed at locations $x_r + y$. It is natural to employ the mean shift procedure [7] to maximize this term. By taking the gradient of this term with respect to $y$, after some algebra the new value of $y$ is obtained as

$$y_1 = \frac{\sum_{r=1}^{N} \frac{1}{p(x_r + y_0)} \sum_{i=1}^{n} (x_i - x_r) g \left( \frac{\|x_r + y - x_i\|}{h} \right)^2}{\sum_{r=1}^{N} \frac{1}{p(x_r + y_0)} \sum_{i=1}^{n} g \left( \frac{\|x_r + y - x_i\|}{h} \right)^2}$$

(9)

where $g(x) = -k'(x)$ for the definition domain. At $y_1$ the log-likelihood function is larger than that at $y_0$. Expression (9) is computed iteratively until convergence. The new position is determined by weighted sums of local point differences. Since the measurements are local (due to the kernel weighting), the algorithm is robust to outliers in the data.

A more intuitive expression is obtained by replacing $k$ and $g$ by the normal profile and its derivative. The normal profile is

$$k(x) = (2\pi)^{-d/2} \exp \left( -\frac{1}{2} x^2 \right).$$

(10)

hence, $g(x) = k(x)/2$. Since $k$ is identical to $g$ up to a constant, expression (9) simplifies to

$$y_1 = \frac{1}{N} \sum_{r=1}^{N} \sum_{i=1}^{n} (x_i - x_r) k \left( \frac{\|x_r + y - x_i\|}{h} \right)^2 \sum_{i=1}^{n} k \left( \frac{\|x_r + y - x_i\|}{h} \right)^2$$

(11)

This shows that the log-likelihood is maximized by computing weighted sums of local differences.

4 Density Estimation in the Joint Domain

The idea of density estimation in the joint domain is detailed in [7]. Each image pixel $z$ is characterized by a location $x = (x_1, x_2)^T$ and a range vector $c$. 
The range vector is one dimensional in the case of gray level images or three dimensional in the case of color images. In other words, an input image of \( n \) pixels is represented as a collection of \( d \)-dimensional points \( z_i = (x_i^T, c_i^T) \) with \( i = 1 \ldots n \). The space constructed as above is called the joint spatial-intensity domain or spatial-color domain. The concept can be extended by adding a temporal component. To estimate the probability density in the joint space we use a product kernel with bandwidth \( \sigma_s \) for the spatial components and \( \sigma_r \) for the range.\(^2\)

Due to the use of product kernel, different transformations can be accommodated in the two spaces. For example one can define an affine transformation in the spatial domain and a translation in the range. The optimization, however, is performed jointly for both spaces, i.e., for both location and appearance.

![Fig. 1. Face sequence. 750 frames.](image)

5 Experiments

We tested the new tracking framework for various sequences and the results are very promising. Although only translation in the joint domain (spatial/intensity

\(^2\) The normal kernel is separable, so the idea of product kernel is implicit when a normal kernel is used.
or spatial/color) has been considered, the algorithm proved to be robust to
illumination variations and high percentage of occlusions. For all the sequences
we used $\sigma_s = 3$ and $\sigma_r = 20$. A three level pyramid was used for efficient
implementation of the optimization. The tracker runs in real-time (30fps) on a
1GHz PC.

A gray level tracking sequence is shown in Figure 1. The optimization is per-
formed in a three dimensional space (two spatial dimensions and one intensity
dimension). The model is captured in the first frame. We tested the behavior of
the algorithm with respect to outliers generated by hand occlusion. As one can see,
a large amount of occlusion is tolerated. We also tested the adaptation of the
algorithm to illumination changes. The changes were induced by applying the
back-light correction of the camera. The model adapted gracefully to the new
condition while the tracking continued unperturbed. We again tested the robust-
ness to outliers within the new conditions. Finally, the back-light correction was
stopped determining the model to adapt again.

Fig. 2. Walking sequence. 540 frames.

We also tested two color sequences with natural illumination. The optimization
is performed in a five dimensional space (two spatial dimensions and three
color dimensions). In the first sequence we track a person walking in a garden
(Figure 2). Partial occlusion is present from various flowers. In the second se-
quence we track a car at the exit from the tunnel (Figure 3). The camera gain
adapts due to the change in illumination. In both sequences the tracker adapted
correctly.
6 Discussion

This paper presented a Bayesian approach to real-time tracking. Using a new formulation of the target representation and localization problem, we have developed a tracking framework that is both efficient and effective. It can naturally tolerate outliers and changes in the illumination. Results regarding optimization for other type of transformations such as similarity, affine and homography, will be reported in subsequent papers. Techniques that gradually introduce more complex transformation models can be employed [17].
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