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Abstract 

The objective of active recognition is to iteratively col-
lect the next “best” measurements (e.g., camera angles or 
viewpoints), to maximally reduce ambiguities in recogni-
tion. However, existing work largely overlooked feature 
interaction issues. Feature selection, on the other hand, 
focuses on the selection of a subset of measurements for a 
given classification task, but is not context sensitive (i.e., 
the decision does not depend on the current input). This 
paper proposes a unified perspective through conditional 
feature sensitivity analysis, taking into account both cur-
rent context and feature interactions. Based on different 
representations of the contextual uncertainties, we present 
three treatment models and exploit their joint power for 
dealing with complex feature interactions. Synthetic ex-
amples are used to systematically test the validity of the 
proposed models. A practical application in medical do-
main is illustrated using an echocardiography database 
with more than 2000 video segments with both subjective 
(from experts) and objective validations.  

 

1. Introduction  

Active object recognition or active vision [2][9][15] 
[17][20][22][23][25] (or as called in robotics, active sens-
ing/localization/navigation [18][10]) deals with a specific 
object or scene, searching for the next action, operator 
[13], or viewpoint [23][25], to optimize some objective 
function. Although these topics are intimately related to 
feature selection in machine learning [4][7][14][16], two 
key issues raised in the latter field has not been con-
sciously considered by the former, namely, the necessity 
of an induction algorithm [14], and the possibility of com-
plex feature interactions (e.g., in-class dependencies) [16]. 
As a result, an active vision system based on ad hoc heu-
ristics may fail to fully reveal potential feature contribu-
tions. For example, most existing systems implicitly as-
sume feature independence (which translates to viewpoint 
independence for object recognition using an active cam-
era). However, in many cases two or more views are re-
quired to discriminate one class of objects from others.  

Feature selection [14] for classification has recently 
been very active, with papers reporting notable progress 
[24]. Feature selection is essentially a search for the most 

sensitive feature subset for the purpose of improved clas-
sification accuracy and a significantly reduced feature set. 
However, these studies did not deal with a specific test 
input or case-in-question along with a context.  

This paper attempts to bridge the two research fields by 
presenting a general framework of conditional feature 
sensitivity analysis. We assume all features for a given 
case to be uncertain but to different degrees—a measured 
feature (e.g., the visible patterns from the current camera 
angle) contains lower uncertainty, while a missing feature 
(e.g., the unseen or self-occluded parts of an object) has 
maximal uncertainty. Then, the question is: “given an in-
duction algorithm, a labeling on a training set, and some 
contextual information for the case-in-question, what is 
the relative sensitivity for all features?” In other words, if 
we were to take more measurements, either on unmeas-
ured features, or to increase the accuracy of measured 
features, what should we measure? Note that this frame-
work subsumes both active vision problems and feature 
selection (when we have zero contextual information) (see 
Section 6). A key issue is how to deal with uncertainty in 
the contextual features, for which we devise several treat-
ment models and exploit their joint power for dealing with 
complex feature interactions. We also put an emphasis on 
efficient implementation using sampling for likelihood 
approximation. Our sampling-based algorithms can trade 
off computation with effectiveness in detecting feature 
dependencies. We use real-world applications in medicine 
to underline the practical value of the proposed scheme. 

We begin in Section 2 by outlining the proposed 
framework. Sections 3 and 4 contain the models, analysis, 
and some implementation issues. Experiments are pre-
sented in Section 5. Section 6 describes related work. Sec-
tion 7 concludes the paper and lists future work. 

2. Problem Formulation 

The general system diagram is presented in Figure 1. 
The conditional feature sensitivity analysis module takes 
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Figure 1. Real-time guidance of measurement process 



as inputs all the available information about the case in 
question (both missing and uncertain features) together 
with the class models (e.g., likelihood maps) provided by 
a given induction algorithm. The output is a list of sensi-
tive features that should be measured next, to maximally 
reduce uncertainty in classification.  

2.1 Defining Context 

A case S has a measurement vector Z with M features, 
each of which has a prior distribution p0(z) over the whole 
population, a true value z for the current case, and a poste-
rior distribution p(z) after a measurement operation. From 
the algorithm viewpoint, a feature with uncertainty mod-
els both a missing feature and a measured feature. In other 
words, all features will be treated as uncertain features, 
with different degree of uncertainty parameterized in p(z).  

The ultimate goal is probabilistic classification, i.e., 
given a case Si, to obtain probabilities of its membership 
in all classes: {P(Ci = c1), P(Ci = c2), …, P(Ci = cK)}, 
where ck, k = 1, 2, …, K, are the class labels. 

We use y to represent the feature under current study, 
{y} � Z. Without loss of generality we will assume y is 1-
D for simplicity unless otherwise noted. The remaining 
features are represented by a vector X, X = Z \ {y}. We call 
y the current feature(s), and X the contextual features. We 
denote the context—or what we know about the current 
case—by F and ], representing the distributions of X and 
y, respectively. We abuse the expression “y � ]” to mean 
“y has a distribution ]” or “y is restricted to ].” A particu-
lar sample drawn from ] is denoted by yi; and from F, xj. 
Note that when y is in 1-D, xj is a (N–1)-dimensional vec-
tor. We will sometimes use the lowercase x (without a 
subscript) to represent a subset of Z.   

2.2 Likelihood Sampling 

A prerequisite for our later analysis is a way to deal 
with missing or uncertain features for both training and 
testing. A principled way of treating a missing feature is to 
sample (for training) or integrate (for testing) over its 
value range (or, its conditional distribution), an idea that 
parallels the EM and Bayesian treatments of missing data 
[11]. A traditional formulation [1] is as follows: 
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P(C | X, y) is obtained from the classifier. Here, one also 
needs to estimate the joint distribution of the features, P(x, 
y). Since we will assume available a likelihood function 
for every class in the original feature space P(X, y | C) 
(these can be approximated efficiently and we will discuss 
this issue in Section 0), the joint distribution is implied 
and we use the following formula:  
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Here P(C = ck) is the prior probability of the kth class.  

3. Conditional Feature Sensitivity Analysis 

We define the concept of conditional feature sensitivity 
as follows: Given the context {x � F, y � ]} for the case 
in question, further measurement of which feature(s) can 
maximally reduce uncertainty in classification?  

Although other criteria exist, the best gauge for uncer-
tainty is entropy [6]. The reduction of entropy is the mu-
tual information or information gain ([6], p. 18). Indeed, if 
one only considers the class label C and the current fea-
ture y, maximizing information gain corresponds to mini-
mizing conditional entropy, and this in turn minimizes a 
bound on classification error according to Fano’s inequal-
ity [6]. This is the foundation behind some early (uncondi-
tional) feature selection algorithms [3][4] and was in [13]. 

With contextual information coming into play, mutual 
information between C and y alone cannot in general re-
veal the potential information gain; and one shall appeal 
only to the information gain criterion for the right answer. 

Since we have uncertainty in the contextual features, it 
is not a trivial task to formulate an information gain strat-
egy directly. Based on different treatments of contextual 
uncertainties, we propose three models: mean-imputation 
model, integral model and sample-expectation model; or 
M-model, I-model, and S-model, respectively. 

3.1 Mean-Imputation Model (M-Model) 

The most straightforward way is to assign the mean val-
ues to the contextual features while working on the current 
feature. The information gain of y, IGy, is defined as: 
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The mean-imputation model is the simplest and most ef-



ficient. It can be practically very useful in the following 
scenario: when all measurements are done (with a mean 
value and a small variance), the doctor wants to know 
which feature is more sensitive than others, i.e., whether 
perturbations (due to, say, human or machine error) in one 
feature will cause more fluctuation in the final diagnosis 
than those of other features.  

However, the M-model is less attractive when there are 
multiple missing features. Because of the simplified repre-
sentation of the context, inevitably it can miss contextual 
structures and thus miss certain sensitive features.  

3.2 Integral Model (I-Model) 

A better way is to consider the full range of the contex-
tual features: 
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Here, P(C | X �F, y � ]) is evaluated according to the 
strategy discussed in Section 2.2. 

H(C | X�F, y) is defined in a similar fashion. 
The conditional probability can be expressed in terms of 

the likelihood as follows:  
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IGy is now expressed in terms of P(y, X | C), the prior 
distributions that we obtain through our generative classi-
fier, and P(C), the prior probability for each class.  

All the integrals can be estimated either analytically if 
closed-form models are available, or by sampling within 
the uncertain range. In terms of sampling, we prefer ran-
domized sampling to a deterministic sampling for the ser-
endipity that could be brought forth in the randomness; in 
other words, random sampling has the capability of cap-
turing unexpected irregularity in distributions. 

An efficient sampling-based algorithm, CFS-I, that goes 
through every sample only once is presented in Appendix. 

3.3 Sample-Expectation Model (S-Model) 

For the S-model, the question to answer for the current 

feature is: “assuming that we knew the context, on average 
how much information could we gain from measuring the 
current feature?” The formula is: 

dXyXCIGyXP

yXCIGyXCEIG

y

yXXy

³ �� 

�( ��

�
]]

]]F

),,()|(

)],,([),,(|
  

dXdyyXCHXyP

yXCHyXP

)),|()|(

),|()(|(

³

³ ��� 

�

�
]]

 
(9) 

A sampling-based implementation, CFS-S, is presented 
in Appendix. 

We can also define the sample-expectation model more 
generally but in a similar fashion in the form of EIGy|x, 
where x is only a subset of X. (The formula and algorithm 
are analogous but omitted here due to space limit.) 

4. Analysis and Implementation  

In the following we analyze the working conditions for 
the three models and discuss implementation issues. 

4.1 Within-Class Disjunctive Relationship 

The M-model takes only the 
mean of each contextual feature. 
Its output will be biased when-
ever the means are biased repre-
sentations of the context. An 
apparent example is shown in 
Figure 2, where one of the 
classes is defined by a disjunc-
tive relationship, C = (x > 0.5) � (y > 0.5). For a case in 
question with {x � [0.4 0.65], y � [0.4 0.65]}, it is sitting 
on the class boundary with both features sensitive (in that 
variations in one or both will alter the decision entropy). 
But the M-model will check only along the dashed lines 
thus report 0 sensitivity for both features. The mean value 
as the representation for one feature has “masked” out the 
sensitivity of the other. We call this type I masking effect. 
M-model will report 0 or low sensitivity for features under 
type I masking.  

4.2 Within-Class Feature Dependency  

When class boundary is defined jointly by more than 
one feature, the I-model may in some cases give signifi-
cantly lower sensitivity estimate. Figure 3 shows some 
discrete or continuous examples, including the XOR rela-
tionship (i.e., C = x � y, see [14]), and other feature de-
pendencies within class(es). In the first three cases, with 
probability one, an integral along any line parallel to a 
coordinate axis will yield class distributions exactly the 
same as the prior class distribution, thus render the corre-
sponding feature completely insensitive. The last case on 

  

 
Figure 2. Type I masking 



the right is the continuous counterpart for the second case. 
This reveals the limitation of some existing information 

gain formula for feature selection [3][7] and active vision 
[9][13][25] since they are special cases of the I-model. 
However, our S-model will capture this type of sensitivity 
to its fullest extent due to the sampling of the context. 

4.3 Prior Feature Dependency  

If y is sensitive but it depends on another feature x, i.e., 
y = J(x) where J is a deterministic function; or more gen-
erally, if p(C | y) ��p(C) but p(C | x, y) = p(C | x) ��p(C), y 
is usually called a redundant feature, or a feature with 
weak relevance [14]. 

S-model will not report the weak relevance of y, even if 
x has not been measured. This is due to restricted sam-
pling range for y given each sampled value of x. M-model 
cannot but I-model can detect such weak relevance. 

We call this type II masking effect because the assumed 
values of a redundant contextual feature mask out the ef-
fect of the current feature when they are dependent.  

4.4 Relationship between I-model and S-model 

The I-model does not assume specific values for contex-
tual features. It answers the question: “how much is the 
information gain if we measure the current feature?” The 
S-model assumes specific values before the information 
gain is calculated, and takes expectation afterwards. Thus, 
it answers a subtly different question: “If we knew the 
values of the contextual features, how much could the 
current feature provide in terms of information gain?”  

For two (subsets of) features x and y, the following 
properties hold for the I-model and the S-model: 

Property I:�The sum of IGx and IGy is not always equal 
to IGx,y. 

Property II:�The sum of EIGx|y and EIGy|x is not always 
equal to EIGx,y|- = IGx,y. (by “-” we mean an empty feature 
set). 

Property III:�IGx + EIGy|x  =  EIGx,y|- = IGx,y 

The first two are merely rephrased statements of the 
preceding analysis. The example scenarios that support 
these two claims are the XOR relationship and the prior 
feature dependency, respectively. 

We give a brief proof for Property III:  
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4.5 Joint Analysis of Feature Dependencies  

Based on the properties of Section 4.4, we can devise a 
testing scheme that combines outputs from multiple mod-
els to expose complicated feature dependencies. By exam-
ining the outputs of both the I-model and the S-model we 
could detect different feature sensitivity or relevance sce-
narios. The following table shows an example for two 
features, x and y:   

 

Table 1. An example for joint analysis of two features 

IGx IGy EIGx|y EIGy|x IGxy 
Relevant 
features 

Notes 

0  0  0  0  0  - x, y: weak or no 
0 0 + + + x,y Both strong, e.g., C=x � y 
0  +  0  +  +  y y: Strong; x: weak or no 
+ 0 + 0 + x x: Strong; y: weak or no 
+ + 0 0 + x,y Both weak, e.g., x=f(y) 
+  +  +  +  +  x,y Both strong  

It is worth noting that for the first five columns in Table 
1, we only need to calculate three because of the con-
straint implied by Property III. 

Joint analysis of two features can only expose depend-
ency involving less than three features. In case there are 
dependencies between more than two features, we will 
need to consider joint analysis of more than two features. 
For example, if C = x � y � z, and we have another three 
redundant features, x’ = x, y’ = y, and z’ = z, analyzing two 
features at a time and we will arrive at the first row of 
Table 1. Only joint three-feature analysis such as IGx,y,z 
can reveal the contributions of x or x’, y or y’, and z or z’.  

An easy implementation for IGx,y,z or EIGx,y,z|- is through 
nested calls to the single-feature IG function based on 
Property III in Section 4.4. For example, 
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4.6 Induction Algorithm Implementation 

Because we aim at probabilistic classification, and our 
models take full advantage of likelihood functions, we 
shall choose an induction algorithm that can learn prob-
abilistic models from the training data. We use kernel dis-

 

 
Figure 3. Feature dependency within classes 



criminant analysis [19] combined with generative model-
ing for this purpose. The kernel discriminant has been 
shown to have comparable performance as SVM [19]. In 
addition, it can provide a low dimensional, non-linearly 
transformed subspace, in which simple probability models 
can be built. We use RBF kernel with an empirically de-
termined spread. 

In real world applications, it is often necessary to expect 
missing feature values in the training data. We apply data 
imputation (through sampling) to fill in missing (or uncer-
tain) values for feature(s) y, based on p(y | x) where x 
represents the remaining features with known values. We 
estimate p(y | x) using the training set. Robust estimates 
are used to reduce the influence of outliers. 

5. Experiments  

In this section we evaluate the proposed schemes on 
both synthetic data and real-world medical data. 

5.1 Synthetic Data 

To gain more insights, we decouple the comparison of 
the models from the evaluation of the induction algorithm. 
Two sets of experiments are compared: one uses an ideal 
induction algorithm or ideal likelihood maps (Figure 4), 
the other uses kernel discriminant analysis and likelihood 
back-projection to learn the maps from training sets 
(Table 2, Figure 5).  

In Figure 4, cases I to III show that relative feature sen-
sitivity changes with the context. Case II also shows that 

more uncertainty in measurement does not necessarily 
lead to higher sensitivity.  

Some scenarios in Figure 4 are carefully selected to re-
veal “blind-spot” of our models: for cases IV, V, and VI, 
M-model gave biased estimates. Also note the subtle 
difference in context for cases V and VI with yet a large 
change in M-model outputs. This indicates the lack of 
robustness of the M-model as compared to the other two. 
I-model failed to capture feature sensitivity in case II (re-
fer to analysis in Section 4.2). The S-model gives reason-
able results on all these cases.  

Figure 5 is based on the data sets listed in Table 2. The 
results correlate largely to that of Figure 4, demonstrating 
that kernel machines can reliably capture nonlinear con-
figurations without over-fitting (e.g., x3), and can support 
meaningful conditional feature sensitivity analysis. 

    

   

   

 

              

   

    

 

 
 

    

   

   

 

            

   

    

 

 
               

    

  

   

 

               

  

   

 

 
Figure 4. Comparing the three models using ideal likelihood maps. The boxes outline the context. “M”, “I”, and “S” indicate the outputs 
of the three models, respectively. x3 is a irrelevant dummy variable for compatibility with Figure 5. For Case II, we used [0.31 0.71] 
instead of [0.3 0.7] to avoid ambiguity on the class boundary, which can affect the output of the M-model. 

Table 2. Synthetic training sets  
Set I Class A (8 points) Class B (8 points) 

x1 0.2 0.2 0.4 0.4 0.6 0.6 0.8 0.8 0.2 0.2 0.4 0.4 0.6 0.6 0.8 0.8 

x2 0.2 0.4 0.2 0.4 0.6 0.8 0.6 0.8 0.6 0.8 0.6 0.8 0.2 0.4 0.2 0.4 

x3 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 
 

Set II Class A (8 points) Class B (8 points) 

x1 0.2 0.2 0.4 0.45 0.2 0.2 0.35 0.6 0.55 0.6 0.8 0.8 0.65 0.8 0.8 0.4 

x2 0.2 0.4 0.2 0.4   0.6 0.8 0.6   0.2 0.6   0.8 0.6 0.8 0.4   0.2 0.4 0.8 

x3 0.2 0.4 0.6 0.8   0.2 0.4 0.6   0.8 0.8   0.6 0.4 0.2 0.6   0.4 0.2 0.8 
 

Set III Class A 
(4 points) Class B (12 points) 

x1 0.2 0.2 0.4 0.4 0.2 0.2 0.4 0.4 0.6 0.6 0.8 0.8 0.6 0.6 0.8 0.8 

x2 0.2 0.4 0.2 0.4 0.6 0.8 0.6 0.8 0.2 0.4 0.2 0.4 0.6 0.8 0.6 0.8 

x3 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8 
 

Case I 
x1 �  [0.05, 0.45]
x2 �  [0.3, 0.7] 
x3 �  [0.3, 0.7] 

0 1x1

1

 

x2

Case IV 
x1 �  [0.25, 0.75]
x2 �  [0.25, 0.75]
x3 �  [0.25, 0.75]

Case V 
x1 �  [0.35, 0.7]
x2 �  [0.35, 0.7]
x3 �  [0.35, 0.7]

Case II 
x1 �  [0.31, 0.71]
x2 �  [0.31, 0.71]
x3 �  [0.31, 0.71]

Case III 
x1 �  [0.45, 0.51]
x2 �  [0.1, 0.4] 
x3 �  [0.1, 0.4] 
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S 

S 

M

M

M
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S
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SCase VI 
x1 �  [0.3, 0.65]
x2 �  [0.3, 0.65]
x3 �  [0.3, 0.65]

xi i �  



5.2 Real-time System for Echocardiography 

Due to page limit, we will omit experiments on pseudo-
real-world datasets such as the Columbia object database 
[23], instead we present a more practical and interesting 
active recognition problem in medicine, namely, the on-
line recognition of a diseased heart using visual descrip-
tors during the data acquisition process. During an echo-
cardiograph exam, the number of possible measurements 
is in the hundreds [21], but a typical echo study at clinics 
in the United States only contains about ten different 
measurements on average. The appropriate selection of 
additional measurements requires extensive training and 
field experience and is therefore subjective and error-
prone. It would be very helpful if a machine could provide 
context-sensitive real-time guidance as to what additional 
feature(s) should be measured for the current case. A fea-
ture sensitivity analysis module also provides guidance 
and schedules for a pool of automatic vision algorithms: 
e.g., border detector and motion tracker.  

We have developed a system for real-time diagnosis 
support in echocardiography with optical flow-based con-
tour tracking for calculating heart volume, ejection frac-
tion, and ischemia regions, etc. The system uses a data-
base with about 2000 echocardiography videos, labeled by 
medical expert into different types and stages of cardio-
myopathies. Figure 9 shows the system at work for diag-
nosing DCM or nonDCM: after LVED (left ventricle end 

diastolic dimension) is measured to 7.6cm (95%th percen-
tile of healthy heart is <5.8cm according to [21] Apendix 
II), the system outputs a probability of DCM at 86.2%, but 
recommended further measurements on LVES (LV end 
systolic dimension), wall thickness, EF (ejection fraction), 
etc., in that order. 

The features recommended by the system were verified 
by medical experts and were found to be in accordance 
with medical textbook descriptions. 

To objectively measure the savings brought forth by the 
system, we designed an experiment to simulate the real-
time interaction process. We selected 28 DCM, 32 
nonDCM, and 4 borderline cases, most of which have a 
full measurement vector of ten components. For each 
case, we start out by assuming no measurements and ask 
the system to recommend the first feature to measure;1 
And then fill in the real measurement for that feature and 
iterate until the system reliably reaches a probability as-
sessment of the case within H of that obtained from all N 
measured features. Let Pk denote the DCM probability 
using the first k features recommended by the system, we 
record n �  = PLQ{n | PN�H<Pn+i<PN+H, i=0,1,…,N�n} for 
every case and report the averages in Table 3. 

The saving is evident, especially for extreme cases (41), 
i.e., either very healthy or very diseased cases. 

                                                           
1 For DCM vs. nonDCM, LVED is the most sensitivity feature given no 
context. However, subsequent feature sensitive ordering is case or con-
text-dependent, assuming nonlinear class boundaries. 

                        

                                    

                                  
Figure 5. Comparing the three models using likelihood maps learned using kernel discriminant analysis (RBF kernel with V = 0.1) 
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Table 3. Average number of necessary measurements 

Case subset: 
�

  N  %10n %5n  
%2n  

%1n  
�

0={S}, |
�

0|=64 9.44 3.30 4.11 5.02 5.41 
�

1={S | PN<5% or PN>95%}, |
�

1|=41  9.49 2.66 3.44 4.32 4.68 �
2={S | 5% � PN � 95%}, |

�
2|=23 9.35 4.43 5.30 6.26 6.70 �

3={S | S =DCM or unsure}, |
�

3|=32  9.38 2.88 3.72 4.69 5.09 �
4={S | S is nonDCM}, |

�
4|=32  9.50 3.72 4.50 5.34 5.72 

6. Related Work 

Much research in active vision and robotics has used 
similar heuristics for active selection of best features 
([10][15][17][18][20][22][23]). For example, [2] and [25] 
used reduction of entropy to guide the selection of view-
points; [9] proposed optimal sensor parameter selection 
for iterative state estimation in static systems by maximiz-
ing mutual information; and [13] proposed information 
gain-based selection of “imaging operators”, taking into 
account also operation costs. However, none of above 
formally addressed the role of an induction algorithm for 
feature analysis as well as the issue of feature interaction. 
They are at best equivalences of the I-model. The general 
framework presented here can provide principled exten-
sions for these applications.  

Since our analysis parallels some of the latest develop-
ments in feature selection research, it is beneficial to also 
compare the proposed framework with feature selection 
[3][4][7][14][16]. This field has seen notable advances in 
recent years, with methods categorized into either a filter 
model [8] that traditionally treats feature selection solely 
as a preprocessing step for later induction algorithm de-
sign; or a wrapper model [14] that performs cross valida-
tion of an induction algorithm on the training set. There 
have also been efforts to link these two models [8][16]. 
We can regard conditional feature sensitivity analysis as a 
local feature selection problem based on the context. 
However, existing algorithms are not directly applicable. 
For example, the wrapper approach [14] relies on cross-
validation but oftentimes we will not have sufficient train-
ing samples to cross-validate in the neighborhood defined 
by the context—especially when more than a few features 
have been measured; on the other hand, most variants of 
the filter approach do not address the context issue, and 
often ignore the induction algorithm altogether.2 

Our analysis combines the essence of both the wrapper 
model and the filter model and puts an explicit emphasis 
on the modeling of contextual features. This new view-
point may also shed some lights on feature selection be-
cause it subsumes feature selection: when there is nothing 

                                                           
2 Consulting an induction algorithm is necessary during the course of 
feature evaluation, because the most sensitive feature is not necessarily 
the one that leads to the most variability in labels (which may lead to 
minimal empirical error on the training data but large error on test data); 
the best feature shall lead to the most systematic and predictable vari-
ability in labels [14].  

to condition upon (i.e., no measurement or prior informa-
tion), our I-model reduces to a mutual information-based 
feature selection algorithm ([3], cf. Definition 1 in [14]). 
However, after this reduction, the explicit consideration of 
the context will be lost because the integral over X’s full 
range completely marginalizes X out (Eq. (2) and Eq. (8)). 
On the other hand, at its extreme case, our S-model re-
veals an algorithm for feature selection that has not been 
explored in the feature selection literature.  

Notice also the different stop criteria: feature selection 
process stops only when all relevant features are found; 
conditional feature sensitivity analysis stops when a case 
can be classified with sufficient confidence—the feature 
subset examined can be much less than the relevant set. 

One can also find some related research on belief net-
works (e.g., Bayesian nets or influence diagrams) regard-
ing value of information [12][22][5] with, however, dif-
ferent viewpoints or limited treatments.  

7. Conclusion and Future Work 

We presented a general framework for conditional fea-

Figure 6. Computer-aided diagnosis and data acquisition guid-
ance system for cardiac ultrasound.  



ture sensitivity analysis that provides feature sensitivities 
under a case context, incorporates rigorous analysis of 
feature interaction issues, and finds practical applications 
for real-time active vision in medicine. Future work shall 
include consideration of measurement costs [13]. 
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APPENDIX 
 
Algorithm 1: CFS-I 

For every feature of interest y: 
    - Px  = 0; Sum_Hyi = 0; Lk = 0, k = 1, …, K; 
    - For every sample of y, yi : 
 . Lyi, k = 0, k = 1, …, K; 

. For every sample of X, Xj : 
      Accumulate )|,(, kijkyi cCyXPL   � ; 

 . Calculate Bayesian posterior, Pyi, k, from Lyi, k; 
 . Calculate Entropy Hyi over Pyi, k; 
 . Calculate

¦ ��
k

kkyiyi cCPLP )(,
; 

 . Accumulate Sum_Hyi + = Pyi Hyi;   
 . Accumulate (marginalize): 

yix PP  � ; 

. Accumulate Lk + = Lyi, k; 
    - Calculate Bayesian posterior, Pk, from Lk;  
    - Calculate Entropy Hy over Pk; 
    - Calculate information gain: IGy = Hy – Sum_Hyi/Px. 

Algorithm 2: CFS-S 
For every feature of interest y: 

- Py = 0; Accu_IGy = 0; 
- For every sample of X, Xj: 

  . Px  = 0; Sum_Hyi = 0; Lk = 0, k = 1, …, K; 
     . For every sample of y, yi : 

Calculate )|,(, kijkyi cCyXPL   ; 

Calculate Bayesian posterior, Pyi, k, from Lyi, k; 
Calculate Entropy Hyi over Pyi, k; 
Calculate

¦ ��

k
kkyiyi cCPLP )(,

; 

Accumulate (i.e., marginalize): 
yix PP  � ; 

Accumulate Sum_Hyi + = Pyi Hyi;   
Accumulate Lk + = Lyi, k; 

. Calculate 
¦ ��

k
kkxj cCPLP )( ; 

. Accumulate (i.e., marginalize): 
xjy PP  � ; 

. Calculate Bayesian posterior, Pk, from Lk;  

. Calculate Entropy Hy over Pk; 

. Accumulate the information gain: 
 . WeightedSum_IGy + = Pxj(Hy – Sum_Hyi/Px).  

- IGy = WeightedSum_IGy / Py. 
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