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Abstract

A new paradigm for the efficient color-based tracking of ob-
jects seen from a moving camera is presented. The proposed
technique employs the mean shift analysis to derive the tar-
get candidate that is the most similar to a given target model,
while the prediction of the next target location is computed
with a Kalman filter. The dissimilarity between the target
model and the target candidates is expressed by a metric
based on the Bhattacharyya coefficient. The implementa-
tion of the new method achieves real-time performance, be-
ing appropriate for a large variety of objects with different
color patterns. The resulting tracking, tested on various se-
quences, is robust to partial occlusion, significant clutter,
target scale variations, rotations in depth, and changes in
camera position.

1. INTRODUCTION

Object tracking is a task required by different computer vi-
sion applications, such as perceptual user interfaces [3], in-
telligent video compression [8], and surveillance [12]. To
achieve robustness to out-of-plane rotations of the target,
the color distribution of the target model is employed in-
stead of raw image pixels. The location of the target in the
new frame is predicted based on the past trajectory, and a
search is performed in its neighborhood for image regions
(target candidates) whose distribution is similar to that of
the model. In single hypothesis tracking the best match de-
termines the new location estimate, however, more complex
strategies also exist to form multiple hypothesis [1].

The exhaustive search in the neighborhood of the pre-
dicted target location for the best target candidate is, how-
ever, a computationally intensive process. As a solution
to this problem we propose a color-based tracking method
based on the mean shift iterations [4, 5] which works in real
time, being based on a gradient ascent optimization rather
than exhaustive search. The measurement vector is derived
based on mean shifts, while the prediction of the next target
location is computed by a Kalman filter (Figure 1).

Fig. 1. Block diagram showing the main computational
modules of the proposed tracking: the fast target localiza-
tion based on mean shift iterations and the state prediction
using Kalman filtering. The motion of the target is assumed
to have a velocity that undergoes slight changes, modeled
by a zero mean white noise that affects the acceleration.

It is assumed next the support of two modules which
should provide (a) detection and localization in the initial
frame of the objects to track (targets) [12], and (b) periodic
analysis of each object to account for possible updates of
the target models due to significant changes in color [13].

The organization of the paper is as follows. Section 2
presents the employed similarity measure. The mean shift
based localization of the target is described in Section 3.
Section 4 discusses the Kalman filter, while the scale adap-
tation is presented in Section 5. Experimental results are
given in Section 6.

2. COLOR-BASED SIMILARITY MEASURE

Given the predicted location of the target in the current frame
and its uncertainty, the measurement task assumes the search
of a confidence region for the target candidate that is the
most similar to the target model. The similarity measure we
develop is based on color information. The feature z rep-
resenting the color of the target model is assumed to have
a density function qz, while the target candidate centered



at location y has the feature distributed according to pz(y).
The problem is to find the discrete location y whose associ-
ated density pz(y) is the closest to the target density qz.

Our measure of the distance between the two densities is
based on the Bhattacharyya coefficient, whose general form
is defined by [11]

�(y) � � [p(y); q] =

Z p
pz(y)qz dz : (1)

Properties of the Bhattacharyya coefficient such as its re-
lation to the Fisher measure of information, quality of the
sample estimate, and explicit forms for various distributions
are discussed in [7, 11].

The derivation of the Bhattacharyya coefficient from sam-
ple data involves the estimation of the densities p and q,
for which we employ the histogram formulation. The dis-
crete density q̂ = fq̂ugu=1:::m (with

P
m

u=1
q̂u = 1) is esti-

mated from the m-bin histogram of the target model, while
p̂(y) = fp̂u(y)gu=1:::m (with

P
m

u=1
p̂u = 1) is estimated

at a given location y from the m-bin histogram of the tar-
get candidate. Therefore, the sample estimate of the Bhat-
tacharyya coefficient is given by

�̂(y) � � [p̂(y); q̂] =

mX
u=1

p
p̂u(y)q̂u: (2)

Based on equation (2) we define the distance between
two distributions as

d(y) =
p
1� � [p̂(y); q̂] : (3)

The statistical measure (3) is a metric valid for arbitrary dis-
tributions, being nearly optimal (due to its link to the Bayes
error [11]) and invariant to the scale of the target. It is there-
fore superior to other measures such as histogram intersec-
tion [14], Bhattacharyya distance, Fisher linear discriminant
[10], or Kullback divergence.

3. TARGET LOCALIZATION

This section shows how to efficiently minimize (3) as a
function of y in the neighborhood of a predicted location.
By contrast to object tracking based on exhaustive search
in a confidence region [2, 9, 12], our optimization through
mean shift iterations is faster since it exploits the spatial gra-
dient of the measure (3).

3.1. Weighted Histogram Computation

Target Model We denote by fx?
i
g
i=1:::n

the pixel loca-
tions of the target model, centered at 0. Let b : R

2 !

f1 : : :mg be function which associates to the pixel at loca-
tion x?

i
the index b(x?

i
) of the histogram bin corresponding

to the color of that pixel. The probability of the color u
in the target model is derived by employing a convex and

monotonic decreasing function k : [0;1) ! R which as-
signs a smaller weight to the locations that are farther from
the center of the target. The weighting increases the robust-
ness of the estimation, since the peripheral pixels are the
least reliable, being often affected by occlusions (clutter) or
background. By assuming that the generic coordinates x
and y are normalized with hx and hy, respectively, we can
write

q̂u = C

nX
i=1

k(kx?
i
k
2)� [b(x?

i
)� u] ; (4)

where � is the Kronecker delta function. The normalization
constantC is derived by imposing the condition

P
m

u=1
q̂u =

1, from where

C =
1P

n

i=1
k(kx?

i
k2)

; (5)

the summation of delta functions for u = 1 : : :m being
equal to one.

Target Candidates Let us denote by fxigi=1:::nh the
pixel locations of the target candidate, centered at y in the
current frame. Employing the same weighting function k,
the probability of the color u in the target candidate is given
by

p̂u(y) = Ch

nhX
i=1

k

 y � xi

h


2
!
� [b(xi)� u] : (6)

The scale of the target candidate (i.e., the number of pixels)
is determined by the constant h which plays the same role
as the bandwidth (radius) in the case of kernel density esti-
mation [5]. By imposing the condition that

P
m

u=1
p̂u = 1

we obtain the normalization constant

Ch =
1P

nh

i=1
k(ky�xi

h
k2)

: (7)

Note that Ch does not depend on y, since the pixel locations
xi are organized in a regular lattice, y being one of the lat-
tice nodes. Therefore, Ch can be precalculated for a given
kernel and different values of h.

3.2. Distance Minimization

The search for the new target location in the current frame
starts at the predicted location ŷ0 of the target computed by
the Kalman filter (Figure 1). Thus, the color probabilities
fp̂u(ŷ0)gu=1:::m of the target candidate at location ŷ0 in
the current frame have to be computed first.

The minimization of the distance (3) being equivalent
to the maximization of the Bhattacharyya coefficient (2),
we start with the Taylor expansion of � [p̂(y); q̂] around the
values p̂u(ŷ0), which yields

� [p̂(y); q̂] �
1

2

mX
u=1

p
p̂u(ŷ0)q̂u +

1

2

mX
u=1

p̂u(y)

s
q̂u

p̂u(ŷ0)

(8)



Introducing now (6) in (8) we obtain

� [p̂(y); q̂] �
1

2

mX
u=1

p
p̂u(ŷ0)q̂u+

Ch

2

nhX
i=1

wik

 y � xi

h


2
!

(9)where
wi =

mX
u=1

� [b(xi)� u]

s
q̂u

p̂u(ŷ0)
: (10)

Hence, to minimize the distance (3), the second term in
equation (9) has to be maximized, the first term being in-
dependent of y. The second term represents the density es-
timate computed with kernel profile k at y in the current
frame, with the data being weighted by wi (10). The maxi-
mization can be efficiently achieved based on the mean shift
iterations (see [5]), using the following algorithm.

Maximization of Bhattacharyya Coefficient � [p̂(y); q̂]

Given the distribution fq̂ugu=1:::m of the target model and
the predicted location ŷ0 of the target:

1. Compute the distribution fp̂u(ŷ0)gu=1:::m, and eval-
uate

� [p̂(ŷ0); q̂] =
P

m

u=1

p
p̂u(y0)q̂u :

2. Derive the weights fwigi=1:::nh
according to (10).

3. Derive the new location of the target [5]

ŷ1 =

P
nh

i=1
xiwig

� ŷ0
�xi

h

2�
P

nh

i=1
wig

� ŷ0
�xi

h

2� :

Update fp̂u(ŷ1)gu=1:::m, and evaluate

� [p̂(ŷ
1
); q̂] =

P
m

u=1

p
p̂u(y1)q̂u :

4. While � [p̂(ŷ1); q̂] < � [p̂(ŷ0); q̂]
Do ŷ1  

1

2
(ŷ0 + ŷ1).

5. If kŷ
1
� ŷ

0
k < � Stop.

Otherwise Set ŷ0  ŷ1 and go to Step 1.

The above optimization employs the mean shift vector in
Step 3 to increase the value of the approximated Bhattacharyya
coefficient ~�(y). Since this operation does not necessar-
ily increase the value of �̂(y), the test included in Step 4
is needed to validate the new location of the target. How-
ever, practical experiments (tracking different objects, for
long periods of time) showed that the Bhattacharyya coeffi-
cient computed at the location defined by equation (11) was
almost always larger than the coefficient corresponding to
ŷ0. Less than 0:1% of the performed maximizations yielded
cases where the Step 4 iterations were necessary. The termi-
nation threshold � used in Step 5 is derived by constraining
the vectors representing ŷ0 and ŷ1 to be within the same
pixel in image coordinates.

3.3. Measurement Uncertainty

The uncertainty in the localization of the target is deter-
mined by the image noise, the similarity between the target
colors and background/clutter colors, and the percentage of
occlusion. However, the perturbation sources also influence
the maximum value of the Bhattacharyya coefficient and the
curvature around the maximum. Since these two parameters
(the maximum value and the curvature around maximum)
can be evaluated in real time, we derived through Monte-
Carlo simulations a lookup-table that relates the maximum
value and the surface curvature to the uncertainty in the lo-
cation estimate. As a result, after each mean shift optimiza-
tion that gives the measured location of the target, the un-
certainty of the estimate can also be computed.

4. KALMAN PREDICTION

The tracker employs two independent Kalman filters, one
for each direction x and y. The target motion is assumed to
have a slightly changing velocity ([1, p. 82]) modeled by a
zero mean, low variance (0:01) white noise that affects the
acceleration.

The tracking process consists in running for each frame
the mean shift based optimization which determines the mea-
surement vector and its uncertainty, followed by the Kalman
iteration which gives the predicted position of the target and
a confidence region. These entities are used in turn to ini-
tialize the mean shift optimization for the next frame.

5. SCALE ADAPTATION

The scale adaptation scheme exploits the property of the dis-
tance (3) to be invariant to changes in the object scale. We
simply modify the bandwidth h of the kernel profile with a
certain fraction (we used �10%), let the mean shift based
algorithm to converge again, and choose the radius yielding
the largest decrease in the distance (3). An IIR filter is used
to derive the new radius based on the current measurements
and old radius.

6. EXPERIMENTS

The proposed tracking has been applied to various test se-
quences with superior performance and low computational
complexity. Figure 2 shows the successful tracking in the
presence of a complete occlusion of the hand-drawn ellip-
soidal region of size (hx; hy) = (55; 39) marked in the first
image. Note that the target histogram has been derived in
the RGB space with 32� 32� 32 bins. The algorithm runs
comfortably at 30 fps on a 600 MHz PC, Java implementa-
tion.



Figure 3 shows samples from a sequence taken with a
moving camera, demonstrating the tracking of an electronic
device whose colors are close to those of the background.
One can observe the scale adaptation provided by the algo-
rithm.

Fig. 2. Tennis sequence: The frames 21, 47, and 52 are
shown (left-right).
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Fig. 3. Device sequence: The frames 1, 100, 200, and 300
are shown.


